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1 The AI Strategies Team at George Mason

The AI Strategies team at George Mason provides evidence for how cultural

values and institutional priorities shape artificial intelligence (AI) infrastructures

in national and global contexts, in order to better understand the effects of

comparative AI contexts for security.

AI Strategies is funded by a three-year, $1.39 million grant that was awarded

to George Mason University to study the economic and cultural determinants for

global artificial intelligence (AI) infrastructures—and describe their implications

for national and international security. The team began work on the project on

April 15th 2022. This is the first yearly AI infrastructure report.

The grant was awarded by the Department of Defense’s reputed Minerva

Research Initiative, a joint program of the Office of Basic Research and the Of-

fice of Policy that supports social science research focused on expanding basic

understanding of security.

Team Members

Currently the team is comprised of three social scientists, two computer scien-

tists, a computer science PhD student, and three political science, public policy,

and philosophy doctoral and Master’s students. Given this diverse team, the

research reflects unique analytical creativity: the team members have worked

together for over a year on this research, and learned to build off one another’s

strengths to understand the landscape of national AI infrastructures and how

to apply NLP methodologies to empirically base their comparisons and con-

textualize the subject matter and country expertise. Read our research team’s

biographies in Section 8.
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2 Foreword: EnsuringWe Build the Right Foun-
dation to Evaluate Trust in AI and Societies

Dear Readers,

As a field, Artificial Intelligence (AI) has been around since the mid-20th cen-
tury. In 1955, U.S. computer scientist John McCarthy coined the term. Later
in 1959, McCarthy collaborated with Marvin Minsky to establish the Artificial
Intelligence Project, nowadays MIT’s CSAIL (Computer Science and Artificial
Intelligence Laboratory). In parallel to McCarthy and Minsky, U.S. political
scientist Herbert Simon completed a PhD in 1943 exploring decision-making
in administrative organizations and pursued research that later influenced the
fields of computer science, economics, and cognitive psychology. In 1957, Simon
partnered with Allen Newell to develop a General Problem Solver separating
information about a problem from the strategy required to solve it.

All four individuals – McCarthy, Minsky, Simon, and Newell – would go on
to receive the ACM A.M. Turing Award during their respective careers. In the
almost six and a half decades that followed, AI research developed several flavors
of systemic approaches to include: Logical Reasoning and Problem-Solving Al-
gorithms, Expert Systems, Statistical Inferences and Reasoning, Decision Sup-
port Systems, Cognitive Simulations, Natural Language Processing, Machine
Learning, Neural Networks, and more.

Though AI has many subcategories and has had many flavors of approaches
since the 1950s, within the last few years, a subset of Neural Networks built on
the transformer architecture have revolutionized natural language processing
and given rise to what are now known as Large Language Models (LLMs). Just
in the last year, LLMs such as ChatGPT and variants, have activated significant
public interest, excitement, and anxiety with regards to the future of AI. While
the full extent of the public, business, community, and individual value of LLMs
remains to be seen, the ability of these models to provide responses to effective
engineered prompts regarding the generation of predictive text, synthesized im-
ages, as well as the full gamut of multimedia audio and even video outputs has
captured the public zeitgeist.

I. A valuable compass reading as to where different nations
have decided to steer approaches to AI

Pundits globally have indicated both excitement and concerns about whether
machines may be able to perform work previously thought only performable by
humans as well as whether they may be able to produce content and interactions
that appear human. It is precisely at this moment that this 2023 Global Artifi-
cial Intelligence Infrastructures Report by J.P. Singh, Amarda Shehu, and their
doctoral students is so prescient. By bridging together multiple fields, including
the best of computer science, economics, political science, and public policy, in
a collaborative manner akin to the best work of Herbert Simon – Singh and
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Shehu have produced a valuable compass reading pointing to where different
nations have decided to steer their approaches to AI for the future ahead. Their
report presents both rigorous and much needed insights that demystify some of
the current fervor around the future AI and societies, namely:

• First, the report shares convincing evidence that humanity’s AI-associated
future will not be set by just the United States and China alone – there exist
different AI strategies being pursued by multiple nations beyond just these
two large nations, with different objectives and proposed paths outlined in
these national AI policies.

• Second, while there is no singular grand strategy across the fifty-four national
AI plans analyzed in this report – Singh and Shehu find similar choice elements
in the national strategies analyzed. The researchers dub these similar choice
elements a collective ‘AI Wardrobe,’ a term coined by Caroline Wesson, one of
the doctoral students in the team, to relate the various choices each country
can make in assembling a tailored AI national strategy outfit.

• Third – country clusters are apparent among the different national strategies
that were analyzed for this report – to include the European Union, East Asia,
Spain leading a Latin America cluster, and the United Kingdom leading a
British influence cluster. Whether or not these clusters will result in closer AI-
related business interactions, nation-to-nation civil relations, and geopolitical
ties amongst the countries more closely aligned with regards to their national
AI strategies represents a crucial area to watch both now and in future.

II. Building the necessary foundation an interdisciplinary
mix of fields to tackle Trust, AI, and Societies

Juxtaposed against the global zeitgeist regarding AI, this important 2023 report
exists amid a deeper milieu of important questions regarding trust within and
across nations. In October 2017, the Pew Research Center found that less
than forty-five percent of residents living in the United States under the age of
twenty-five years old thought capitalism was in their opinion a good force in
society. Contemporary studies at the time also found declining levels of trust
among a similar age demographic in the essentialness of living in a democracy –
not just for the United States but also for Sweden, Australia, the Netherlands,
New Zealand, and the United Kingdom. Together these global trends blend to
create a central question – namely:

Can nations invoke strategies that result in Trust in AI and societies? –
and a corollary: Can nations encourage Trust in AI and societies, while facing
growing distrust in their economic and political systems?

Readers should note that trust can be defined as the willingness to be vul-
nerable to the actions of an actor not directly controlled by you – a definition
that works for both human and AI actors. Multiple studies have established
that the antecedents of trust include the perceptions of benevolence, compe-
tence, and integrity of the actor to an individual. If perceptions of these three
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antecedents are positive, then trust is more likely. If perceptions are negative
or absent, then trust is less likely.

The clustering of similar choice elements in this report, specifically the set
of elements that comprise the report’s described “AI Wardrobe”, represent an
important tool for leaders in the public and private sectors to assess if a na-
tional AI strategy has the requisite elements to address challenging questions of
improving Trust in AI and societies.

Cumulatively, this question of Trust in AI and societies represents an essen-
tial one for nations’ AI strategies with regards to their expressed objectives. In
terms of expressed objectives, though LLMs and their outputs have captured
the current public consciousness of 2023, there are so many more outcomes for
which AI can be employed by nations, communities, and networked groups of
people working to shared outcomes beyond just generative content. Readers
are invited, after seeing the analysis and results in the report, to consider more
expansive objectives for AI and societies, to include exploring how:

• Can AI improve human understanding of decisions we need to make now?
• Can AI help improve understanding the impact of our decisions (or lack
thereof) on possible local and global futures?

• Can AI help improve human collaborations across sectors and geographies,
potentially tipping and cueing humans that there are other humans with
similar projects underway?

• Can AI help improve identification and reconciliation of misaligned goals and
incentives – be they community, regional, or global – for important peace-
keeping activities?

• Can AI help improve public safety, international security, and global pre-
paredness for disruptions both natural and human-caused in the world?

• Can AI help improve the operations and resilience of networked, digital tech-
nologies for both organizational and public benefit – especially in an era of
increasing internet devices?

• Can AI help improve the “essential fabrics” of open societies to include free-
dom of speech, freedom to think differently, and the need for an educated
public to help inform pluralistic discussions all amid a digital tsunami of
data?

• Can AI help improve education, focus, and entrepreneurial activities to tackle
big, thorny, “hairball” issues like climate change, immediate & long-term food
security, natural resources, and future sustainability for a planet of 9+ billion
people?

These important questions represent a few of the important, shared out-
comes to be explored and achieved through AI strategies that bring together
human communities. While this report does not answer them all, it does in-
dicate the different objectives being pursued by different nations with regards
to their AI strategy as well as their performative declarations meant for the
broader international community. Furthermore, this report both embodies and
demonstrates the importance of interdisciplinary teams for AI research and AI
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education. Working across multiple disciplines is essential for both research and
education especially as policymakers, business leaders, and students alike learn
to explore and advance the necessary AI technical, commercial, civil, and ethical
concepts required for a more positive future ahead.

III. For Trust, AI, and Societies, what if the Turing Test is
the wrong test for AI?

This report represents a vanguard assembly of an interdisciplinary mix of fields
to include the best of computer science, economics, political science, and public
policy. Ultimately for AI to succeed in benefiting nations, communities, and
networked groups of people, we must understand human nature more. We
humans are products of natural selection pressures. Darwinian evolution is
akin to a “blind watchmaker” – and as a result evolution has not prepared
us to encounter the true alienness of AI. It is risky for humans to think AI is
aligned to the same things we want and value, especially when the alignment
problem of an AI to specific outcomes remains an unsolved challenge for several
neural network approaches. In addition, we humans anthropomorphize lots
of things including animals, weather, inanimate objects, as well as machines
and now AI – even if those things do not act, think, or behave at all like us
humans. Furthermore, training an AI depends heavily on the datasets employed,
meaning both extant human datasets as well as our human choices regarding
AI may amplify some of the more socially beneficial or detrimental elements
of human nature. These elements include the considerable number of known
human biases that each of us possess, to include confirmation bias, sunk cost
bias, “in vs. out group” biases (aka, xenophobia), and many more biases though,
fortunately, these biases can be mitigated some by education and experiences.
By both providing a valuable compass reading as to where different nations have
decided to steer their approaches to AI for the future ahead, and building the
necessary foundation for bringing together an interdisciplinary mix of fields to
study national AI strategies – Singh, Shehu, and their students enable readers
to ask what I professionally consider to be the crucial question of the 2020s,
specifically: what if the Turing Test is the wrong test for AI?

It is important to remember the original Turing test – designed by computer
science pioneer Alan Turing himself – involved Computer A and Person B, with
B attempting to convince an interrogator Person C that they were human, and
that A was not. Meanwhile Computer A was trying to convince Person C that
they were human. In reading the findings and conclusions of this 2023 report,
I invite readers to consider what if this test of a computer “fooling us” is the
wrong test for the type of AI that our society needs, especially if we are to
improve extant levels of trust among humans and machines collectively?

After all, consider the current state of 2023 LLMs where benevolence of
the machine is indeterminate, competence is questionable as existing LLMs are
not fact-checking and can provide misinformation with apparent confidence and
eloquence, and integrity is absent as the LLMs can with some variability change
their stance if user prompts ask them to do as such. These crucial questions
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regarding the antecedents of trust associated with AI should not fall upon these
digital innovations alone. First, these are systems designed and trained by
humans. Second, ostensibly the 2023 iteration of generative AI models will
improve in the future ahead. Third, and perhaps most importantly, readers
who care about the national AI strategies present in 2023 around the world also
should carefully consider the other “obscured boxes” present in human societies,
such as decision making in organizations, community associations, governments,
oversight boards, and professional settings.

All of which brings us back, in conclusion to the earlier corollary to the
central question of Trust in AI and societies, namely: Can nations encourage
Trust in AI and societies, while facing growing distrust in their economic and
political systems? It could be that for the near future, both members of the
public and representative leaders both in the public and private sectors need
to take actions that remedy the perceptions of benevolence, competence, and
integrity – namely Trust – both in AI and societies (sans AI) simultaneously.
As mapping positive, deliberative paths forward to improve the state of Trust
in AI and Societies is important, this important 2023 report delivers a prescient
view of the current expressed state of fifty-four different national AI strategies
to help us understand the present and consider the next steps necessary for the
future ahead.

David Bray

David Bray

Dr. David A. Bray is a Distinguished
Fellow with the Stimson Center and the
Business Executives for National Security
(BENS). He also is a CEO for different
“under the radar” tech and data ventures
– and has served in a variety of leadership
roles in turbulent environments, including
bioterrorism preparedness and response, Ex-
ecutive Director for a bipartisan National
Commission on R&D, non-partisan leader-
ship twice global CIO 100 award-winner, work with the U.S. Navy and Marines,
and advisor to the U.S. Special Operation Command on the challenges of coun-
tering disinformation online. He has received the Joint Civilian Service Com-
mendation Award and the National Intelligence Exceptional Achievement Medal.
David served as Executive Director for the People-Centered Internet coalition
Chaired by Internet co-originator Vint Cerf and is a Senior Fellow with the In-
stitute for Human-Machine Cognition. Business Insider named him one of the
top “24 Americans Who Are Changing the World” and he was named a Young
Global Leader by the World Economic Forum. He previously gave the AI World
Society Distinguished Lecture to the United Nations on UN Charter Day.
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3 Summary & Recommendations

In 2016, the United States published its National Artificial Intelligence Research

and Development Strategic Plan, usually understood in policy communities as

the first statement of its AI infrastructure strategy (Select Committee on Ar-

tificial Intelligence, 2016). Since then over 60 countries have announced their

national or sectoral AI policies.

This report employs computer science techniques to analyze the published

national AI plans of 54 countries. In other words, we employ AI to analyze AI

strategies. The report includes an analysis of 213 documents on AI strategies.

Apart from national plans, the set includes reports and publications from various

government departments, ministries, nation commissions, bodies appointed to

forward recommendations for specific issues and sectors.

Our computer science methodology, specifically Latent Dirichlet Analysis

(LDA) (Blei, Ng and Jordan, 2003), is calibrated to recognize embedded or

latent topics that each document contains. It does so through providing prob-

abilities of words that are most likely to occur together in each document. All

documents are analyzed together for a pre-specified number of topics, ascer-

tained through rigorous methodological criteria. The choice of the number of

topics reflects fulfillment of various methodological LDA criteria for model sta-

bility (consistency) and topic stability (coherence). A document may feature

a dominant topic, or a document may contain two or more topics. Further,

we employ a technique known ensemble-LDA (e-LDA) to provide stable results

assessed over multiple model specifications.

Collectively we present the most detailed and comprehensive empirical anal-

ysis undertaken of national AI infrastructures to date. This analysis provides

comparisons and contrasts across 54 national strategies and a granular look

at what these strategies contain. We note the priorities that are contained

in documents, but our analysis also points out the policy depth for particular

countries. Policy depth refers to the extent to which countries have covered

the entire gamut of issues that comprise an infrastructure, and the institutional
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and financial resources they have committed to these issues. For example, AI

policies from leading powers such as United States and China contain depth

for basic research capabilities in science and mathematics, while the European

Union policies contain the most depth for data governance and ethics. For ex-

ample, one of the strategic objectives stated in the Chinese AI strategy states:

“by 2025, China will achieve major breakthroughs in basic theories for AI, such

that some technologies and applications achieve a world-leading level and AI

becomes the main driving force for China’s industrial upgrading and economic

transformation” (State Council, 2017).

We make three major claims:

• There is no grand strategy or conclusion that applies to all AI infrastructures.

Countries and clusters of countries feature different objectives and how to

achieve them.

• Countries are pursuing a variable mix of similar elements in their national

strategies. We propose and utilize the concept of ‘AI Wardrobes’ to show the

various elements available for putting together an AI infrastructure and the

variable ways in which countries are putting together these wardrobes.

• Clusters of countries pursuing similar strategies are identifiable. Our machine

learning algorithms are able to point out some obvious clusters from the

European Union, Latin America, and East Asia. But there are also surprises.

United Kingdom leads a British influence cluster. Spain is prominent in the

Latin American cluster.

Our three major claims are made at three different levels:

• We analyze 54 plans that are taken to be national. These are often ‘perfor-

mative’. They are as much about national priorities as they are declarations

meant for the international community. But they reveal the broad trajectory

and differences among national strategies.
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• We analyze 213 documents including the national plans that national gov-

ernments, commissions and departments have published on their AI infras-

tructures. Unlike, the performativity and differences among national plans,

the intra-national plan reveal fewer national differences but a few countries

have more policy depth than others. We notice countries that are at the early

stages of policies regarding their AI infrastructures, versus those that have

detailed regulatory and sub-sector policies.

• We also analyze the 213 documents, regardless of country labels, and here we

see the broad topics that stand out in country plans. These include trans-

portation, education, data ethics, and regulation. Looking at the documents

we can then understand the countries that dominate these topics and also

some broad differences among them.

Based on our analysis we present three policy recommendations:

• Comparative analyses like ours provide countries sign posts and guidelines

for their ambitions. There is no one size fits all for designing national AI

infrastructures. Different countries have different capabilities and priorities.

• Regulating AI will depend on country preparedness and political systems.

Grand pronouncements such as fears about sacrificing our human rights or

privacy to machine-led systems in our media about AI need a reality check.

Several countries, generally with democratic systems, are putting together or

struggling to put together systems of accountability, while others barely fea-

ture any such concerns. This provides room to think about governance issues,

rather than ceding this authority to machines (or corporations) prematurely.

• AI policies have many good stories to tell about service provision. These in-

clude AI applications for health, education and research, and transportation.
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4 Introduction

National governments regularly publish strategies for economic development,
healthcare, transportation, and other areas of importance for improving gov-
ernance and the lives of citizens within the country. As artificial intelligence
(AI) has become an increasingly important and revolutionary technology coun-
tries have started to draft and publish national AI strategies to articulate their
direction and vision for the technology and its application to different sectors
of society. These strategies also assist governments with goal setting, resource
allocation, organizational coordination, and international cooperation in the de-
velopment of AI infrastructures and technologies.

Our 2023 AI Infrastructures Report identifies which values, priorities, goals,
and policy mechanisms have influenced the development of national AI infras-
tructures, as represented through national AI strategies. We utilize the term
“AI infrastructure” to refer to machine learning (ML), natural language pro-
cessing (NLP), and associated technologies that bring together data and algo-
rithms which touch all aspects of human life including ordering goods, reviewing
employment and housing applicants, diagnosing diseases, regulating traffic pat-
terns, and instituting drones and robots as elements of warfare. National AI
strategies give us insight into the complex narratives of technological diffusion,
security concerns, and the implications AI will have for prosperity.

First, this policy report will provide an overview of the landscape of these
policies which includes both national policies, intra-national policies, and in
some cases international policies and agreements. Second, the report briefly
describes the research methodology. Our research employs a natural language
processing methodology, Latent Dirichlet Allocation (LDA), which produces sets
of topics that capture the key words with probability distributions that occur
together for each document in a designated set of documents. This methodology
goes further than the typically used text-mining techniques by employing AI
based techniques that consider probability and context of words rather than
just word frequency. Next, the majority of this policy report will provide an
overview of our results on the 54 national AI strategies at three levels: the
national level accounts for the top-level policy document, the intra-national
level analyzes several policy documents in each country, and a third level that
analyzes all documents collectively to see which topics stand out globally and
the main country documents that address these topics. Although we include the
European Union in our analysis of documents, we use the shorthand ‘countries’
for our analysis.

4.1 National Landscapes

In 2017, the first set of countries published national artificial intelligence (AI)
infrastructure plans, the first published came from Canada and China (State
Council, 2017; CIFAR, 2017). Meanwhile, the United States government pub-
lished a key document in 2016, the National Artificial Intelligence Research and
Development Plan, which later helped to inform the 2019 and 2023 updates of
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this document and several other additional plans authored by the White House,
Department of Defense, and other departments and offices (Select Committee
on Artificial Intelligence, 2016; ”Select Committee on Artificial Intelligence”,
2023). Other countries which were first movers in publishing their AI strate-
gies include the European Union (2018), Germany (2018), and India (2018) (Niti
Aayog, 2018; German Federal Government, December 2020; European Commis-
sion, 2018). Currently there are over 50 countries which have published national
AI strategies. These countries are diverse geographically, by income, and tech-
nological capabilities, but there are only two countries from Sub-Saharan Africa
– Mauritius and Uganda. These national AI strategies articulate the previous,
current, and future efforts of the authoring nation to shape and support the
development of AI.

Many countries have also published intra-national strategy documents, which
are strategy documents from directorates, departments, and commissions. These
documents are typically specific to the authoring organization’s area of focus
such as education, start-ups and business-expansion, cybersecurity, data pro-
tection, health, and transportation. Some examples of such documents include
Australia’s “Artificial Intelligence and Emerging Technologies in School” strat-
egy published by the Australian Department of Education and Training (2019)
or China’s “Regulations for the Promotion of the Development of the Artificial
Intelligence Industry in Shanghai Municipality” which was published by The
Standing Committee of the 15th Shanghai Municipal People’s Congress (2022).
There are varying levels of overlap between these strategies and greater national
AI strategies. Ultimately though, these strategies also have important implica-
tions for the development of AI infrastructures within a country, and specifically
for the infrastructures directly related to the targeted domain area.

4.2 Stages in the Development of AI Strategies

Given the recent advent of national AI strategies, some countries have more de-
veloped articulated strategies than others. Some national strategies are focused
on essential infrastructures needed to develop and deploy AI systems, whereas
other strategies articulate elements of how specific ministries and offices will
create the next step in AI infrastructures, technologies, and regulatory envi-
ronments. In many cases, AI infrastructures in one country are influenced by
similar steps in other countries. Our results, presented later in this report, have
identified this empirically.

4.3 Existing Narratives in AI Infrastructures

There are many overarching narratives that surround the development of AI,
national AI plans, and the different ways in which AI can be employed. These
narratives have made their rounds through the media, politicians’ speeches, po-
litical platforms, debates, and in some cases, policy. This research seeks to
understand what narratives exist in AI policies around the world. Our method-
ology for doing this is detailed later in this report. It is important though to
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address some of the dominant narratives in this space, as they directly relate to
the narratives which emerge from this research.

Many national AI plans tout the uniqueness of AI as a revolutionary technol-
ogy which we have yet to see before. This statement is said in a matter-of-fact
manner, without much concern for the historical progression of technology. We
have had revolutionary technologies before – the printing press, electricity, the
internet, and others – what makes AI so different? This question is not typically
answered, but instead the argument is made by pointing out the many different
aspects of life which will be changed by the roll out and continuous innovation
of AI. To push back against this narrative is not to reject the massive impacts
AI will have on life as we know it, but it is important to realize that other tech-
nologies have been introduced into society that have completely changed the
way in which we live. We have thus adapted to these technologies and learned
how to use existing institutions and governance structures to manage how these
technologies impact life. It will ultimately be up to a variety of societal and
governance institutions to determine if AI is a job replacer or augmenter, a tool
for social good, or a tool for a dystopian future. Many of these national AI
plans seek to deal with shaping the future of how AI impacts everyday life –
but it is important to note that what narratives they employ determine their
ultimate policy trajectory.

Another major narrative of AI involves the potential for the technology to
be utilized by governments as a tool for oppression. A concern often articulated
in various media is that in authoritarian states, governments will utilize AI
to surveil, police, censor, suppress, and manipulate their populations. There
is empirical proof that this has occurred in a few countries already. What is
important to note though is that these tools will be available to all governments,
authoritarian or democratic. Empirically what we demonstrate later in our
analysis of the national AI plans is that pluralist states are more likely to open
the process for developing systems to govern and support the development and
roll out of AI with consultation from civil society. This is less true of non-
pluralist or authoritarian governments. We do not refute the latter narrative,
but more research needs to be done on the mechanisms which lead to the use of
AI tools by governments for these purposes. Regardless, there is overlap between
how pluralist and non-pluralist countries seek to develop AI and implement it
for the purposes of economic development, security, and other broader uses.

Our machine learning based analysis of the national AI plans around the
world better understands what narratives are influencing national strategies to
develop and deploy AI. Utilizing our methodology we identify the ways in which
specific narratives might lead to different mechanisms to shaping AI infrastruc-
tures. It is important to note that many stories about AI in popular discourse
take a negative tone. This report takes an evidence-based approach to veer away
from both negativity or overly optimistic AI scenarios. Many of the national AI
plans emphasize the importance of inclusion, diversity, and transparency as the
technology continues to develop and be deployed.
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4.4 AI Wardrobes

Figure 1: The AI Wardrobe

To best understand the way in which countries build their national AI policies,
we have created the concept of AI wardrobes. Using this concept, we argue that
the universe of national AI strategies can be conceived as a global wardrobe and
a country’s national AI plan is an outfit. How countries present their national AI
infrastructure narrative or story is an outfit which they selected from the shared
universe of options within the AI wardrobe. Therefore, within the wardrobe for
national AI strategies there are concepts such as “trustworthy AI,”“inclusion,”
“data privacy,” “R&D strategies,” and “international collaborations”. These
concepts are different articles of clothing and just as in reality, clothing can
come in different patterns, shapes, and with different embellishments. Countries
can select which policy elements they want to utilize. In some cases, countries
might simply pick a “shirt” such as emphasizing “workforce training” and wear
it. In others, a country might adapt it to their needs, stylizing it with a pin or a
button to represent their own distinct flair and style. China places a great deal
of emphasis on “talent” in its education strategies. Some clothing pieces in the
wardrobe also might be “hand-me-downs” or elements which countries directly
copy or duplicate from others. Many EU countries adopted the language on
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inclusion and diversity from the EU’s own plan. Meanwhile, other pieces of
clothing might be newly produced, or original ideas. India’s start-up policies or
Germany’s emphasis on mittelstand or SME policies are examples (Niti Aayog,
2018; German Federal Government, December 2020). Ultimately, countries get
to decide what elements of AI policy to put into their national AI strategy, and
they get to determine how to put these pieces together to create their own outfit
in their own distinct style.

It is our goal with this research to ground the narratives surrounding the
development and deployment of AI in empirical analysis. To do this we have
developed a methodology which utilizes computer science techniques, specifically
LDA and eLDA. This is detailed in the next section of this report.

5 Methods and Data-Set

There is existing research which compares AI infrastructures, but much of
it relies on more traditional methodologies, which include close text readings
(Bareis and Katzenbach, 2022) and keyword frequency analyses in combination
with other qualitative methods (Robinson, 2020; Wilson, 2022; Foffano, Scant-
amburlo and Cortés, 2022). Some uses of natural language processing (NLP)
methods have been used (Hine and Floridi, 2022), but the corpus of input texts
is only a subset of national AI plans rather than the universe of national AI
plans, which our research covers. Additionally, much of the work in this space
is focused on two country comparisons with a heavy emphasis on the U.S. and
China.

In March 2023, a report entitled Building Trust in AI: A Landscape Analysis
of Government AI Programs by Susan Aaronson was published by the Centre
for International Governance Innovation (Aaronson, 2023). This report lever-
ages the OECD AI policy website and database (discussed in this section) and
asks important questions on government efforts to develop AI capabilities and
trustworthy AI, evaluate their own efforts in developing AI, and the develop-
ment of best practices on AI and trustworthy AI at the OECD. This research
is comprehensive and provides an overview of different policy approaches to AI
around the globe, but it has a different purpose than the research of our team.
The CIGI research is more focused on broad policy mechanisms, evaluation,
and the development of best practices for policy rather than understanding the
important values and narratives which motivate the development and implemen-
tation of AI policies at a micro level. Our research uncovers the motivations
and narratives which exist in national AI policies and compares these narratives
across countries, which yield data that can help us better understand the global
diffusion of values in AI infrastructures. We do this using a computer science
methodology, LDA (Blei, Ng and Jordan, 2003).

Our LDAmethodology employed in this research goes beyond existing method-
ologies in analyzing national AI policies in two important ways. Firstly, we have
analyzed the universe of existing national AI policies. Secondly, we are utiliz-
ing an ensemble LDA methodology (eLDA) which builds on the existing and
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pre-trained LDA model. Latent Dirichlet Allocation or LDA is an unsuper-
vised NLP algorithm, which we can run through on a set of documents, and
the algorithm outputs the main topics which exist in the document set or in
specific documents within the set. As a conceptual aid, one can think of a topic
as being the “main idea” or “key theme.” LDA identifies the main topics in a
set of documents by analyzing patterns among the words within the documents
specified. This is done through a process known as Gibbs sampling, assign-
ing probabilities to both words and topics until a converge is established; the
algorithm effectively “tells” us which words are associated with which topics,
and which topics are associated with which documents, each weighted according
to its “prominence.” As previously mentioned, LDA is an unsupervised model,
meaning that we as researchers do not tell the algorithm what topics we want
it to search for; the model determines this through analyzing the probabilities
of words in specific contexts throughout each document and ultimately the set
of documents being utilized. It is important to note that LDA also does not
simply consider the frequency of words within a document but considers the
context of the word through analyzing the words used around each word and
thus determining specific meanings of words. Ultimately the LDA algorithm
is applied to our set of documents, and after several iterations it determines a
set of topics which are likely to have generated the final collection of words in
each policy document. Each document in our dataset is modeled by a mixture
of topics produced by the LDA algorithm. Subject matter experts can then
analyze the set of words which inform a topic to determine what a specific topic
means. See Figure 2 for an example.

Figure 2: A sample word cloud of a topic based on education and talent. The
font size of each word follows the probability assigned by the algorithm to that
word in this particular topic (as determined by analysis of the documents in the
corpus).

Our methodology goes even a step further, as we are utilizing ensemble
LDA (eLDA). With traditional LDA, there may be differences in the resulting
topics each time one runs the algorithm. This happens because the way in

18



which the model calculates the probabilities which determine the topics. eLDA
stabilizes LDA results by building instead an ensemble of models and then dis-
tilling the topics in common among the various ensembles, therefore stabilizing
the methodology. The shared, stable topics are then utilized to offer a stable
meta-model. The ensemble approach eliminates the impact of model sensitiv-
ity on topics, thus improving the methodology’s accuracy and reliability. In our
methodology, we build several ensembles and compare the resulting meta-models
by analysis of the coherence of the topics; we utilize various state-of-the-art topic
coherence metrics to essentially measure measure how interpretable topics are
to humans. The meta-model with the highest topic coherence is utilized to ob-
tain results for interpretation. Ultimately, the output of this methodology is a
set of topics which represent our universe of national AI policies. These topics
make the narratives, goals, and mechanisms (and even motivations) a country
is utilizing to shape the development of their AI infrastructures more explicit.

Our methodology emphasizes a narrative based approach to understanding
AI infrastructures in comparative contexts. This approach gives a far more com-
prehensive and detailed analysis of the “AI wardrobe” and the different“outfits”
which countries have selected from it. Existing comparative studies of national
AI strategies have tried captured the broad narratives which exist in these strate-
gies through broad interpretations or focus on a few key words. We build on
these works in a meaningful way by bringing an empirically based approach,
one that accounts for far more granularity, to analyzing these documents.

5.1 Our Dataset: Introducing the National AI Policies

Our dataset is made up of 54 countries who have published national AI poli-
cies. These countries span different regions and are diverse in levels of na-
tional income, technological development, and type of political system. We
have identified 54 national strategy documents for each of these countries and
167 intra-national documents. Therefore, a total of 221 text documents have
been included in our eLDA model which inform the resulting topics output from
the model. These documents thus cover several different wardrobe aspects, or
illustratively we could say, these documents are several different blouses, pants,
skirts, and jackets in a variety of colors and patterns.

Practically, given our methodology our team needed to collect each of the
existing national AI strategies and as many intra-national policies available.
Fortunately, there are existing resources which have compiled many of these
documents. The most complete resource is OECD’s AI Policy Observatory.
This database features a “country dashboard” for 70 countries. Each country
dashboard is a page which hosts all of the national and intra-national AI policies,
as well as other policies relevant to AI, for a specific country that are known by
OECD. In some cases, countries may have intra-national documents but not a
national level policy.

Our team started the document collection process by using the OECD database.
Throughout this process though we identified some problems with the database,
making it impossible to simply download all of the resources and input them
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into our eLDA model. To arrive at our final dataset our team visited each of the
country dashboards and carefully investigated each document hosted on each
dashboard to determine if the resource was (1) an official government policy doc-
ument, (2) relevant for AI policy, and (3) not a stub. Some documents were pub-
lished in non-English languages, and we utilized Google translate and other NLP
tools for the purpose of translating these documents to run them through our
eLDA model. Our team also found documents outside of the OECD database.
These countries include China, Qatar, and Russia. In some cases, our team
also located documents not hosted on the OECD website through web searches.
These searches were necessary due to many resources on the OECD database
being reported as web-pages with dead URLs. We learned through our data
collection process that it is fairly common for AI documents that are hosted
on web-pages to be removed or hosted elsewhere as government administrations
change, websites are overhauled, or policies are changed/updated.

For our analysis we also needed to designate which policies were the national
plans and which were intra-national plans. We have built our methodology to
have a few different levels of results. One level of analysis is just national plans,
another analyzes both national plans and intra-national plans. We designated
national plans utilizing our own system rather than relying on the existing classi-
fications from the OECD website. Our system for categorizing these documents
relies on a government’s designation of their national plan. In some cases, there
are multiple documents designated as a country’s national plan; this is because
the national government identifies multiple documents as such.

6 The Empirical Findings

We analyzed a total of 54 national plans and 167 intra-national plans, making
a total of 221 documents in our final model. Our national plans reveal broad
national policy priorities, while intra-national plans show levels of policy depth.
We also performed document specific analyses which show shared policy issues
(as identified by topics) across countries. We have organized our results be-
low, emphasizing the topics resulting from the eLDA model, and which country
documents are best summarized by which topics. For ease of understanding we
have provided word clouds, which illustrate the key words that make up each
topic – thus allowing us to summarize the meaning captured in each topic.

6.1 Comparing National AI Infrastructures: Policy Pri-
orities Revealed

From our 54 national plan documents the following results were produced. It is
important to note that in some cases countries had two or three official docu-
ments that made up their “national plan” due to updated versions of the policies
being published. This is the case for the national plans for the United States,
Canada, China, Estonia, Finland, France, Germany, India, and Japan. The
number of topics selected for our final eLDA model was 15, meaning that the
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model sorted the dominating themes into 15 different topics, and then calculated
the probability of each national plan featuring that topic in its contents. The
choice of 15 fulfills our methodological criteria for model stability (consistency)
and topic stability (coherence).

The eLDA model produces a helpful heat-map (Figure 3) containing these
results. This heat-map features topics on the horizontal axis (labeled 1-8) and
countries (as represented by their national AI plans) on the vertical axis. The
shading in the heat-map indicates topics which have a higher probability of pres-
ence in a country’s national AI plan and are shaded darker. You will also notice
on this heat-map that there are dendograms on the left and top. The dendo-
gram on the top of the heat-map shows how topics relate to one another while
the dendogram on the left-hand side shows how different countries relate to one
another. These relationships are determined by the Hellinger distance (Nikulin,
2001) and agglomerative hierarchical clustering.

Figure 3: National AI Infrastructures: Heat-map relating country - topic
distributions.
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Figure 4: National AI Infrastructures Topic Word Clouds
Topic 1 does not hold much significance in the corpus and is omitted.

At this level, we can report several major findings across clusters:

• There are clusters and there are distinct leaders that do not cluster with many
states. The major clusters are: EU, Latin America, historic British influence.
The major leaders are China, Germany, Japan, and the United States.

• Topics feature divergences but there are many convergences. At a macro
level, we see correlation matrices among topics. That of Germany is related
to the EU, for example. At a micro level, we see fine distinctions. Germany
emphasizes standards, while the United States emphasizes benchmarks, but
they are both about technical thresholds.

• Country plans can contain dominant but multiple topics. The U.S. plan is
unique with the dominance of topic 8. However, the Chinese plan has domi-
nant topic 8 but also topic 3, which is dominant for Germany and Switzerland.

We are able to identify seven distinct clusters in this heat-map. These clus-
ters have largely broken down in by geographic organizations which make sense
due to overarching geopolitical associations and historical relationships.

Table 1 presents the different clusters, their associated topic produced by
the eLDA model, and the member countries. Note that some countries are only
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partially included in a cluster, this is because they may have high probabilities
for more than one topic, which is possible when using the eLDA methodology
and more accurately captures the reality that some plans may have been in-
fluenced by more than one pre-existing plan or competing interests/priorities
domestically.

Cluster Name Topic # & Top 10 Words Associated Countries

Greece Cluster

2 – Electronic, medium
term, procedure, register,
digitization, provision, up-
grade, intervention, utiliza-
tion, tourism

Greece, Cyprus

German-Swiss Clus-
ter

3 – Federal, centre, mobil-
ity, programme, digitaliza-
tion, dialogue, Europe, in-
stance, shape, SME

Germany, Switzerland

Economic growth &
development

4 – Personnel, agriculture,
phase, figure, entrepreneur,
analyze, master, food, agri-
cultural, robot

Thailand, South Korea,
Ukraine, Mauritius

Commonwealth -
British Influence

5 – discussion paper, de-
ployment, startup, consider-
ation, centre, intervention,
dataset, paper, solve, figure

India, Singapore, Malta,
United Kingdom, Ireland,
Uganda, United Arab Emi-
rates, Australia, Qatar,
Canada, (Partially includes
Saudi Arabia)

EU Cluster

6 – programme, economic af-
fairs, publication, organiza-
tion, competence, digitaliza-
tion, centre, actor, final re-
port, utilization

European Union (Partially
includes Spain)

Latin America -
Spain influence

7 – propose, productive,
axis, seek, actor, OECD, re-
lation, guarantee, agenda,
analyze

Spain, Argentina, Uruguay,
Colombia, Chile, Mexico,
Peru, Brazil, (Partially in-
cludes Russia)

Science & Technol-
ogy First Movers

8 – federal, workforce,
dataset, domain, hardware,
benchmark, engineering,
robot, cybersecurity, tech-
nique

United States, China, Japan

Table 1: Clusters, Topics, Top 10 Words, and Countries
Note: Cluster 1 omitted because no major countries were included in it

The following analysis of topics is not chronological: leads with first movers,
pace-setters (Germany), then EU, UK/Commonwealth, then Latin America/Spain.
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Topic 8 Top 10 words: federal, workforce, dataset, domain, hardware, bench-
mark, engineering, robot, cybersecurity, technique

Topic 8 contains themes that have a high probability to be found in the
national plans of the United States, China, and Japan. All of these countries
are leaders already in technology and innovation – therefore it makes sense
that they might have well articulated and formulated plans towards develop-
ing and deploying AI domestically. This topic emphasizes datasets, hardware,
the workforce and benchmarks (rather than standards) and basic science ca-
pabilities. Thus indicating some level of understanding of the needs for the AI
industry, and a desire to be a part in providing the proper environment for these
elements of AI infrastructures to be developed and utilized. The emphasis also
on basic science and engineering is important to note – as these lend themselves
to strategies that prioritize research and the cutting edge. Additionally, we see
the use of the term “cybersecurity” which has yet to show up in other topics –
indicating that these countries have concerns about elements of security. This
is in line with the existing geopolitical conflicts between the U.S. and China.
Another primary feature of this topic are clear statements about aspirations to
be global leaders in the AI industry.

Topic 3 Top 10 words: Federal, centre, mobility, programme, digitalization,
dialogue, Europe, instance, shape, SME

Topic 3 is closely related with the strategies of Germany and Switzerland.
These plans emphasize the importance of federal action in the AI space and
recognize the importance of dialogue and consultation. Switzerland’s strategy
is a broader plan, “Digital Switzerland Strategy” which puts an emphasis on AI
and its importance for the country to be a leader in the technology. Meanwhile
Germany’s AI strategy is solely focused on the involvement in the development
and applications of AI. Both the German and Swiss plans heavily discuss the
importance for dialogue and coordination within the European region and other
international organizations.

Topic 6 Top 10 words: programme, economic affairs, publication, organiza-
tion, competence, digitalization, centre, actor, final report, utilization
Topic 6 is closely related to many of the countries within the European Union.
The top words that define this cluster are closely related to specific EU programs
and issue spaces of specific interest to the countries in the union. These words
suggest a large amount of strategic action proposed in these national plans. It
is likely that these plans suggest to development of new programs and organiza-
tions, or reorientation of existing ones, to support the development of AI. There
is also an element here of assessment, in the references to publications and final
reports. This reflects upon the processes which typically occur within the EU
to coordinate member actions in specific areas. Specific countries included here
are: Denmark, Hungary, and Estonia – among others.
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Topic 5 Top 10 words: discussion paper, deployment, startup, consideration,
centre, intervention, dataset, paper, solve, figure
This topic, like topic 4, is focused heavily on economic growth and development.
Yet there is a difference in approach. This topic is more focused on two things,
first strategizing which we see through words such as “discussion paper,” “de-
ployment,” “consideration,” “centre,” “intervention,” and “paper.” These plans
have a high probability of emphasizing different tasks which need to be done by
a variety of actors to support the development of AI. It appears there is a whole
of government type approach. Aside from that, there is a focus on startups and
datasets, which are important for developing a robust domestic AI industry.
Many of the countries which have a high probability of their plans containing
this topic have ties to British colonialism or influences during history. These
states are full of ambition and seek to manage the development of AI through
a variety of different policy levers.

Topic 7 Top 10 words: propose, productive, axis, seek, actor, OECD, rela-
tion, guarantee, agenda, analyze
Topic 7 is has a high probability of appearing in the national strategies of many
Latin American countries (including Argentina, Uruguay, Colombia, Chile and
Mexico) but also countries such as Russia, Turkey, and Spain. Some of these
countries clustering together may inherently make sense due to historical and
cultural legacies. Meanwhile others are more surprising. The topic seems to em-
phasize broad processes and objectives (the term axis is a machine translation
of Spanish word ejes or objective). Topic 7 speaks to country plans which are
formulating different government tasks to undertake to develop AI (“propose,”
“actor,” “guarantee,” and “agenda”). These plans also seem to be interested in
productivity and working to catalyze productivity with AI and effective plans to
harness the technology for economic benefits. Finally, the reference to OECD
indicates that these countries might either be interested in collaborations, or
desire to learn from other leaders in the OECD (which has done work on ana-
lyzing AI policies around the globe – as referenced earlier in this paper).

Topic 4 Top 10 words: Personnel, agriculture, phase, figure, entrepreneur,
analyze, master, food, agricultural, robot
Topic 4 is characterized as a topic which encapsulates plans focused primar-
ily on economic growth and development. There is a heavy emphasis on the
agriculture industry in this topic, but also on entrepreneurship and personnel.
The top ten words in this topic are indicative of strategies which have a strong
likelihood of utilizing AI for the purpose of catalyzing economic development.
These countries include Thailand, Ukraine, South Korea, and Mauritius. Each
of these plans makes multiple mentions to the importance of applying AI to the
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agriculture sector, with three of the four plans having designated sections to
the topic. Additionally, all emphasize the importance of entrepreneurship and
innovation as key elements for developing the technology and using AI to spark
further company and device creation. Ultimately these plans appear to that
a holistic approach, not limited to each country’s strength but touching on a
variety of important industries and aspects to develop and deploy AI into for
economic development.

Topic 2 Top 10 words: Electronic, medium term, procedure, register, digiti-
zation, provision, upgrade, intervention, utilization, tourism
In this level of analysis topic two was most closely associated with the national
AI strategies of Greece and to a slightly smaller probability, Cyprus. This
means that there is a high probability that the word distributions associated
with topic two will appear in Greece and Cyprus’ national AI strategies. These
plans appear to be highly associated with applying AI and other technologies
towards medium term goals, likely with particular interest in specific industries
of importance, such as tourism. There appears to be recognition of a need to
upgrade and digitize to see forward additional AI aspirations.

6.2 Comparing Intra-national AI Strategies: Policy Depth

For the analysis of our intra-national policy documents we included both the
54 national AI policy documents and the 167 intra-national documents. In
other words, the results developed from running the eLDA model on our total
dataset of 221 text policy documents. As mentioned earlier, intra-national pol-
icy documents are documents relevant to AI from various government agencies,
departments, commissions, or institutions. We have provided a breakdown of
the top ten countries which have published intra-national AI documents in Ta-
ble 2. Examples of these documents include autonomous vehicle policies, AI
education policies, and policies for data protections as they relate to AI.

Country/Region Number of Documents

European Union 28

United Kingdom 17

China 16

Japan 16

United States 15

Colombia 15

India 6

Germany 5

France 5

Table 2: Top 10 Countries for Number of AI Documents
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These plans have important implications for how AI is developed, used in
various industries, but also for how a variety of spheres of society are prepared
for an AI enabled future. The analysis produced from this model shows the
different policy themes which exist amongst the featured countries and their
whole of government approaches to AI policy.

In Figure 5 we have provided a heat-map which shows what country’s com-
bined national plans and intra-national plans with topics created from the eLDA
model. This diagram shows the different countries included in the analysis on
the vertical axis and the different topics on the horizontal axis. The darker blue
the spaces are colored, the higher the probability is that that specific topic is
within the set of documents associated with that country. In Figure 6 we have
a breakdown of the contents of each of the topics generated from our eLDA
model.

Figure 5: Intra-National AI Infrastructures: Heat-map relating country - topic
distributions.
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Figure 6: Intra-National AI Infrastructures Topic Word Clouds

Here are a few broad themes at the intra-national level:

• The eLDA methodology resulted in eight different topics. Before this analysis
was completed, the expectation was that an LDA with all international docu-
ments included would result in more focused, sharper topics. The results were,
in fact, different – with a large amount of coherence around three dominant
topics (topics 7, 4, and 5). These topics capture the necessary fundamentals
a country needs to develop an AI infrastructure. The countries which are
associated with topics are different from the four countries and one region
we have identified as global leaders in AI research and/or ethics: Germany,
China, the European Union, Japan, and the United States.
Their associated topics are listed in Table 3.
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Country/Region Topic # & Top 10 Key Words

Japan
1 – operator, trained model, vendor, uti-
lization, paragraph, handle, attack, item,
assume, plant

United States
2 – federal, explanation, enforcement,
patent, comment, FDA, NIST, algorith-
mic, disability, accuracy

European Union
3 – liability, member state, damage cause,
fault, parliament, compensation, stress,
GDPR, obligation, trustworthy

China
6 – trustworthy, attack, figure, scenario,
theory, municipal, municipality, chip, col-
lege, reform

Germany
8 – federal, algorithmic, ethics, obligation,
GDPR, harm, consent, believe, operator,
discrimination

Table 3: Topics for Leading AI Countries and EU

• Figure 7 illustrates different topics and their probabilities to have related
word distributions appear in national plans of the U.S., Russia, Germany,
EU, China, Canada, and India. We can conclude from this figure that some
countries contain multiple topics while others contain only one. We argue
that this is likely because some countries have elements of AI policies which
are originally derived while others borrow elements from other pre-existing
policies, thus illustrating some level of policy diffusion. Another reason for
this is AI policies which are in their earlier stages of development in terms
of articulating their goals and mechanisms for developing and utilizing AI
systems. Figure 8 illustrates the number of countries which have some levels
of all the topics in their word distributions, and this is modeled by numbers
of countries with each topic. Of these topics, 7 & 4 are largely associated
with fundamentals of any AI policy, and 5 & 8 are associated with basics of
data governance and regulatory issues (see topic breakdown in Figure 6).
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Figure 7: Intra-national Policy Documents: Topic Probabilities Per Country

Figure 8: Country Counts Per Topic
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Topic 1 Top 10 words: operator, trained model, vendor, utilization, para-
graph, handle, attack, item, assume, plant

Topic 1 is closely associated with documents from Japan. Many words that
are related to this topic are highly technical including “trained model” and “op-
erator,” indicating that some intra-national documents by the Japanese govern-
ment are likely sufficiently detailed. Additionally, we see words such as “attack”
indicating concerns about security, which relates to Japan’s national plan be-
ing associated with the topic containing a reference to “cybersecurity.” The
Japanese government has published several intra-national documents including
“Act of Protection of Personal Information,” “AI Utilization Guidelines,” “Ma-
chine Learning Quality Guidelines,” and “Social Principles of Human-Centric
AI.” These documents are highly specific, and some quite technical. This shows
a depth to the government’s approach to AI policy. There are multiple sets of
guidelines published, which also lend themselves to regulatory perspectives and
a high degree of government guidance to development of technology.

Topic 2 Top 10 words: federal, explanation, enforcement, patent, comment,
FDA, NIST, algorithmic, disability, accuracy

This topic is closely associated with the United States. In fact, the U.S.
features only this topic it its topic composition, therefore it is incredibly im-
portant for understanding the U.S. national and intra-national documents. We
can note that some of the terms in this topic are specifically related to the U.S.
since they are agencies in the American Government – FDA and NIST. Other
words include “federal” which indicates that the federal government does have
a role and plans related to AI. Additionally, there are several words related to
governance – “enforcement” and “patent” specifically. There is also an element
of AI policy being open for shaping by the public through the word “comment.”
Some intra-national documents published by the U.S. include documents from
the U.S. Patent and Trade Office, the “NIST Principles for Explainable AI,” the
“Plan for Federal Engagement in Developing Technical Standards and Related
Tools,” and the ”Artificial Intelligence and Algorithmic Fairness Initiative.”

Topic 3 Top 10 words: liability, member state, damage cause, fault, parlia-
ment, compensation, stress, GDPR, obligation, trustworthy

Topic 3 is closely associated with the European Union, but not with spe-
cific EU countries. This is likely due to the nature of EU approaches versus
the approaches of member states. The EU has published several intra-national
(intra-regional in this case) documents. One of these includes the document ref-
erenced as “GDPR” which is the EU’s data protection law. Documents from the
EU seem to emphasize trustworthy and fair AI systems. This is evident through
words such as “trustworthy,” “obligation,” “liability,” and “compensation.” It
also appears that there might be some allusion to different concerns related to
the roll out of AI. Some plans published by the EU include “Ethics Guidelines
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for Trustworthy AI,” “Open Data Directive,” the “Framework of ethical aspects
of artificial intelligence, robotics, and related technologies,” and the “Sectoral
Considerations on the Policy and Investment Recommendations for Trustwor-
thy Artificial Intelligence.” These different documents show the massive range
in publication topics but also the emphasis on ethics, dialogue, and trust.

Topic 4 Top 10 words: Organization, bias, regulator, footnote, algorithmic
decision make, evidence, harm, algorithmic, outcome, barrier

Topic four contains several countries. This topic captures many elements
that are critical for the regulation of AI. Terms that indicate efforts or plans
towards regulating AI include “regulator” and “evidence.” This topic also em-
phasizes some new elements such as “harm” and concern over “bias” therefore,
there are likely elements of concern about AI in these documents, but also likely
plans for regulation to mitigate the impacts of these potentially negative im-
pacts of AI. It is important to note that most of the countries which are also
in topics 7 and 5 also have overlap with this topic. This is due to the fact that
topics 7 and 5 are also topics which relate to basic aspects of AI infrastructures.

Topic 5 Top 10 words: subsection, organization, registrar, figure, mission,
imperative, cent, paragraph, outcome, classroom

Topic 5 is another topic which contains a variety of countries and overlaps
with topics 4 and 7. This topic primarily emphasizes economic organization,
featuring words such as mission, imperative, outcome, firm, manufacture, and
GDP. This topic being present indicates plans that may focus on the uses of AI
for economic development and growth. This is important in the view of many
countries. There are also aspects of this topic which allude to education such
as “classroom” which connects the importance of education to the development
of AI – but also the consideration of the implications of AI for education. Two
countries which heavily feature topic 5 include Australia and Canada.

Topic 6 Top 10 words: trustworthy, attack, figure, scenario, theory, munici-
pal, municipality, chip, college, reform

Topic 6 is heavily featured in the intra-national sets of AI strategies pub-
lished by China and South Korea. This topic emphasizes a variety of distinct
themes in AI strategies. There is an emphasis on security but also on trustwor-
thiness – thus focusing on both outside threats to AI systems and needs of those
domestically to trust AI systems sufficiently. Another key term is “chip” which
is fitting given both China and South Korea’s involvement in semiconductor
manufacturing, which both countries likely hope to grow and improve in future.
There are also references to universities – emphasizing likely both education and
research, which are key elements of strategies for workforce development.
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Topic 7 Top 10 words: actor, table, exploitation, analyze, variable, sandbox,
institutional, digitization, productive, decree

Topic 7 should be considered the most basic organizer of AI infrastructures.
This term is one we are using to describe the basic elements needed for AI infras-
tructures to be created and support the development of the technology. Of the
54 countries included in this analysis, 42 of them feature some elements of this
topic. Important themes within this topic are: actors, institutions, execution,
economics (commerce, blockchain, productive), processes (dialogue, sandbox),
and capabilities (digitization). These terms are all important pieces of designing
the right environment for innovation in AI, but also for continuing to evaluate
plans and effectiveness as well. Countries which have a large portion of this topic
include most of the Latin American states, many of the European Union states
(but not Germany, Ireland, or the EU plan), and developing countries. This
topic overall captures the 3Cs of AI infrastructures: competencies, concerns,
and capabilities.

Topic 8 Top 10 words: federal, algorithmic, ethics, obligation, GDPR, harm,
consent, believe, operator, discrimination

Topic 8 is associated closely with Germany and shows a high degree of eth-
ical and societal concerns. This is seen through the prevalence of words such
as “ethics,” “GDPR,” “harm,” “consent,” and “discrimination.” It is also in-
teresting to see the word “believe” which may indicate an element of norms
being important in these intra-national plans, and these norms may also relate
to ethics and fairness in the AI infrastructure space. Some documents published
by the German government that were included in this analysis include the “In-
terim Report One Year Strategy,” the “Opinion of the Data Commission,” and
“Ethical Guidelines for Self-Driving Cars.” The emphasis on data protection
and safety in self-driving cars aligns with the themes of this topic as well.

6.3 Document Level Analysis: Analyzing the 5 Most Im-
portant Topics in Our Intra-national Documents

To round out our analysis of our dataset of AI policy documents we ran our
eLDA model on our set of 167 intra-national policy documents. We opted to
run this analysis at the document level rather than the country level. We did
this in order to establish the most popular topics throughout these documents.
Once we obtained these top topics, we were able to then connect the documents
associated with each topic to their publishing country. For this analysis doc-
uments from 37 countries were included, as some of the countries which have
national plans do not have intra-national plans. Additionally, we have added
Kenya to this analysis, a country which has intra-national documents but not a
national level AI plan. We have broken down and classified the five top topics in
these documents and presented this information in Table 4. Here is our macro
analysis of the intra-national documents:
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Topic Number Topic Name Descriptor

1 Data & Governance

2 Education & Training

3 Economy

4 Contracts & Liability

5 Transport

Table 4: Main Topics Across Documents

• Our results show that 27 of the 38 included countries have published docu-
ments that feature elements of all five of the top topics that eLDA identified.
Meanwhile, there are 11 countries that do not address all 5 of these topics.
These countries are: Egypt, Estonia, Greece, Iceland, Kenya, Malta, Norway,
Singapore, Thailand, Tunisia, and Vietnam.

• Our eLDA model determined that topics 2 and 3 are the most similar, showing
a connection between education, training, and the economy. This is likely due
to the manner in which these topics are discussed – as education and training
are seen as important for developing an AI-ready workforce. Topics 1 and 4
also have overlap, primarily due to the expectation that data and governance
issues are related to contracts and property.

Now we present 5 word-clouds which show the universe of documents in our
intra-national dataset (figures 9, 10, 11, 12 and 13).

In these word-clouds the font sizes indicate the documents which have a
higher probability of possessing word distributions that constitute this topic.
This means that these documents have a higher probability of containing this
specific topic as a major theme.

Topic 1: Data and governance Top 10 words: component, dataset, algo-
rithm, attack, external, section, internal, input, check, stage
The word-cloud presented for topic 1 has a large amount of diversity for countries
publishing documents associated with data and governance. This is aligned with
the results we found from our intra-national policy depth analysis findings. Data
and governance are important basic foundations for AI infrastructures. Some
documents which have high probabilities of containing word distributions as-
sociated with this topic include: Japan’s Machine Learning Quality Guideline,
China’s Security Specification and Assessment Methods for ML Algorithms,
EU’s Independent High Level Expert Group on AI, the United State’s NIST
Principles for Explainable AI, and the EU’s Robustness and Explainability of
AI JRC Technical Report. Words associated with this topic include the follow-
ing: algorithm, component, dataset, indicator, attack, check, fairness, reliability,
and accuracy.
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Figure 9: Top Panel: Datasets and Governance Topic Word Cloud (topic 1 out
of 5 topics learned by the model over intra-national documents). Bottom Panel:
Datasets and Governance Document Cloud relating the probabilities with which
this topic emerges over countries (national and intra-national documents), uti-
lizing larger font to visibly relate a document where the topic is most prominent
(probabilistically).
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Figure 10: Top Panel: Education and Training Topic Word Cloud.
Bottom Panel: Education and Training Document Cloud.
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Figure 11: Top Panel: Economy Topic Word Cloud.
Bottom Panel: Economy Document Cloud.
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Figure 12: Top Panel: Contracts Topic Word Cloud.
Bottom Panel: Contracts Document Cloud.
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Figure 13: Top Panel: Transport Topic Word Cloud.
Bottom Panel: Transport Document Cloud.
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Topic 2: Education and training Top 10 words: talent, university, enter-
prise, strengthen, major, algorithm, construction, basic, smart, school
In this word-cloud it is immediately apparent that documents from China have
distributions of words that are associated with education and training. Key
documents which are heavily associated with this topic are: China’s AI Tal-
ent Training Report, China’s AI Industry Talent Development Report (2019-
2020), China’s AI Innovation Action Plan for Institutions of Higher Education,
China’s Establishment of Ministry of Education AI Technology Innovation Ex-
pert Group, and China’s Guidelines for Construction of National New Genera-
tion AI Standards System. In the associated topic word-cloud we can immedi-
ately notice words that tell us this topic is speaking to education and training
– talent (specifically pertinent for China due to the 1000 Talent’s Program),
university, enterprise, strengthen, school, and industrial. In iterations our mod-
els prior to eLDA analysis, the Chinese approach to education encapsulated in
the key word “talent” stood out as distinct from the other countries education
strategies. We have reproduced word clouds here from those earlier iterations.

Figure 14: Education versus Talent Approaches
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Topic 3: Economy Top 10 words: economy, infrastructure, job, growth, in-
dustrial, ministry, university, centre, fund, programme
In this topic there is a large range of countries publishing documents. This is
noticeable due to the relatively similar size of many of the documents presented
in the word-cloud. Some documents which have high probabilities of containing
word distributions associated with the economy include: the United Kingdom’s
Council AI Road-map, the United Kingdom’s Industrial Strategy Building A
Britain Fit for Future, Kenya’s Digital Economy Blueprint, Australia’s Pros-
perity Through Innovation, Singapore’s A Guide to Job Redesign in Age of AI,
and Slovakia’s Action Plan for Digital Transformation 2019 to 2022. The word-
cloud associated with this topic thematically includes words such as: economy,
growth, infrastructure, productivity, industrial, and job.

Topic 4: Contracts and liability Top 10 words: contract, party, article,
provider, vendor, operator, section, paragraph, agreement, utilization
This topic is relatively diverse in terms of countries which are publishing docu-
ments containing word distributions associated with contracts and liability. It
should be noted though that three of the largest documents associated with
this topic are from Japan. They are Japan’s Protection of Personal Information
Act, Japan’s Contact Guidelines on Utilization AI and Data Version 1, and
Japan’s Practical Guidebook on Providing Data for Employee Development in
AI and Data Science. Other countries with documents with high probabilities
of word distributions associated with this topic include: Iceland’s Act on Data
Protection and Processing of Personal Data, Australia’s Intellectual Property
Laws Amendment, and Colombia’s Law for Promotion of AI Technology and
Entrepreneurship. Some of the words associated with this topic are shown in the
corresponding word-cloud. Words that are particularly important are: party,
article, contract, vendor, operator, provider, obligation, usage, and agreement.

Topic 5: Transport Top 10 words: liability, damage, article, damage cause,
vehicle, fault, compensation, thing, liable, strict liability
At first glance, one will notice that there are several European Union docu-
ments included in topic 5. This means that several EU documents contain word
distributions that have a high probability of being related to the topic of trans-
port. Some of the European Union documents include: EU’s Civil Liability
Regime for AI, EU’s Report on Safety and Liability Implications of AI, Internet
of Things and Robotics, and EU’s Resolution on AI Questions of Interpretation
and Application of International Law. Some other countries publishing docu-
ments related to this topic include Australia with their National Enforcement
Guidelines for Automated Vehicles, Lithuania with their Law on Self Driving
Cars, and Austria with their Code of Practice Testing of Automated Driving on
Public Roads. Words associated with this topic include: liability, vehicle, fault,
article, liable, damage, driver, damage cause, and compensation.
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7 Conclusion

This policy report has provided a detailed analysis of 213 artificial intelligence
policies, ranging from national AI plans to intra-national plans. Given the
expanse of this analysis much can be said about the universe of AI policies
and documents and thus how countries are developing AI and implementing
AI technologies into a variety of government and societal systems. This report
illustrates that there are convergences and divergences in the values and goals
for national AI infrastructures around the world. The research illustrates that
there is a wardrobe (or set) of policy mechanisms which are commonly used in
AI infrastructures and that countries choose their own combinations of these
mechanisms to best fit their needs. This is why we see distinct clusters of
countries when it comes to the values embodied in their AI policies. To wrap
up this report we provide three major takeaways from this research, which will
be expanded upon in the coming years.

Three major takeaways:

• There are common elements among all national AI infrastructures, and over-
laps can be seen across regional boundaries. These common elements illustrate
that there are different levels of AI infrastructure development and aspects
of diffusion – where countries may have learned from the experiences of other
countries who have developed AI infrastructures before them.

• Despite this overlap, there are key differences among national AI plans –
there are those which heavily emphasize matters of privacy, transparency,
and accountability – while others many not articulate the importance for
these protections and considerations. Some of these differences are due to the
stage at which a country is in developing their AI infrastructure, while others
may relate to political systems or aspirations. Despite this though, there is
a need to focus on policy depths and regulatory or governance capabilities
rather than unnecessary fear mongering about the state of AI around the
world.

• Finally, while studying these national AI infrastructures it is helpful to utilize
a comparative approach which allows for a deeper understanding of the uni-
verse in which AI technologies are being developed and deployed. Different
approaches have influences on future iterations of AI policies and the use of
AI in service provision. Therefore, utilizing methodologies which thoroughly
analyze the universe of AI infrastructures and the values, goals, and imple-
mentation of them provide a more complete and realistic view of the state of
AI as it is being innovated and harnessed in a variety of country contexts.
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